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1 INTRODUCTION
New machines are embodied with increasing levels of authority and
unprecedented scope. Decisions previously made by humans are
increasingly being made by computers, often with little or no expla-
nation, raising concerns over a plethora of social, legal, and ethical
issues such as privacy, bias, and safety. Users need transparency to
promote empowerment and remain informed.

Transparency is often discussed in terms of back-end program-
ming or troubleshooting. End-users, especially in the context of
novice users interacting with recommender systems, are seldom
studied. Yet recent developments in AI suggest that automated rec-
ommendations will be an increasingly common component in user’s
daily lives as technologies such as self-driving cars and IoT-enabled
smart homes become commonplace. Developing methods to increase
the transparency of computer-generated recommendations, as well
as understanding user information needs as a means to increase trust
and engagement with recommendations, is therefore crucial.

Accomplishing transparent interface design is often complicated
by a series of tradeoffs that seek to balance and prioritize several
competing design principals. Striking the appropriate balance be-
tween too much and not enough information is often more art than
science, and is becoming more difficult amidst the cascading preva-
lence of data-driven paradigms such as machine learning [1].

Efforts towards improving the transparency of recommender sys-
tems commonly involve programming system-generated explana-
tions that seek to justify the recommendation to users, often through
the use of system logic [2]. Providing explanations and justifica-
tions of system behavior to users has proven to be a highly effective
means to increase user acceptance and enhancing user attitudes to-
wards recommender systems [3]. Studies have shown that providing
explanations

to users tends to increase trust [4], improves user comprehension
[5], calibrates appropriate reliance on decision aids [6], and enables
better detection and correction of system errors [7]. Generating

RecSys2018, October 2018, Vancouver, British Columbia Canada
2018. ACM ISBN 978-x-xxxx-xxxx-x/YY/MM. . . $15.00
https://doi.org/10.475/123_4

Figure 1: ONNPAR is a simulated clinical decision support sys-
tem built on machine learning. It was used as the testbed for
this study, serving the role of a highly-critical decision context.

explanations that users find both useful and satisfactory, however,
can be a complicated task, and much research has been conducted to
try to answer the question of ’what makes a good explanation’ [8].

While system-generated explanations represent the most common
approach to transparency in recommender systems, in many cases
simply providing users access to certain types of information can
also improve transparency, and can dramatically improve user expe-
rience and the likelihood of further interaction [5]. In some contexts,
affording users the opportunity to see into the system’s dependencies,
policies, limitations, or information about how the user is modeled
and considered by the system can facilitate the same level of user
understanding (and subsequent trust) as an explicit explanation [9].

Providing targeted information as a means of improving a user’s
mental model and trust (i.e., transparency) has two potential benefits
over the building of explanation interfaces. First, it affords users the
use of deductive reasoning to determine the merit and validity of sys-
tem recommendations. For instance, Swearingen and Sinha reported
that recommender systems whose interfaces provided information
that could help users understand the system (i.e., transparency) were
preferred over those that did not [10]. Research in cognitive agents
has also demonstrated that providing users access to underlying sys-
tem information, such as system dependencies or provenance of data,
can greatly improve human-machine performance and reduce the
likelihood of users acting on recommendations that are erroneous,
known as ’errors of commission’ [11]. Second, because much of the
information that could assist users is already present in the system,
little additional programming is necessary beyond making it visible
or accessible to users, yielding potential savings in both time and
money.

Still, the challenge of determining what approach works best de-
pends, in part, on the context of the decision scenario. One way to
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evaluate the importance of transparency in different kinds of recom-
mender systems is to consider the criticality of the decision task as a
conceptual framework. We hypothesize that users involved in tasks
that involve a high degree of personal risk or risk to others are more
likely to critically interrogate computer-generated recommendations
before accepting and acting upon them. This suggests that systems
providing recommendations in highly critical decision contexts, such
as medical, legal, financial, or automotive domains, amongst others,
would benefit most from efforts to develop interfaces that enable
users to quickly and accurately discern whether or not to trust those
recommendations.

Our overall aim for this research is to understand and model what
information users consider most and least valuable or important
towards improving transparency across a spectrum of recommender
systems. Our goal for this project was to investigate what informa-
tion users value most or least when engaged with recommender
systems in highly critical decision scenarios. To accomplish this, we
used the decision criticality framework as a guide and developed a
hypothetical recommender system we named the Oncological Neu-
ral Network Prognosis and Recommendation (ONNPAR) System.
ONNPAR was modeled after modern clinical decision support sys-
tems offering recommendations, and was designed to serve as the
highly-critical decision scenario for our research. We developed 36
questions the user might want to ask of the system. These ques-
tions represented five information categories of transparency. Then,
using a card sorting technique known as Q-methodology [12] we
evaluated how users value these different types of information as a
means to improving their understanding and trust in our ONNPAR
recommender system.

2 METHODS
2.1 Concourse Development
Q-methodology is a statistical method for systematically evaluating
subjectivity. In Q-methodology, participants are given a bank of
statements, each one on a separate card (or electronically using
specialized software), and asked to rank order them in a forced
distribution grid according to some measure of affinity or agreement,
depending on the context of the study [13]. Q-methodology is well-
suited for studies interested in examining subjective opinions and
values, and exceeds other survey-based methods in terms of both
depth of analysis and mathematical rigor [14]. By examining not
only how people rank items of interest as best/worst, but examining
the tensions between those items, q-methodology enables a deep
evaluation of shared opinions and points of view, as well as trade-
offs and priorities- all potentially important information for studies
interested in how user’s think about design features.

For our study, we employ q-methodology as a design-elicitation
tool, similar to traditional iterative design strategies involving user
evaluation of prototype designs. In this way, we provide participants
with questions, each representing a design feature or suite of fea-
tures that could be provided through a user interface (UI). We ask
participants to sort these statements in a forced distribution, ranked
from most important to least important, according to themselves.
By analyzing how users value and prioritize these questions, we
can then infer what design elements may add to or detract from
an optimal user experience [15]. In our study, we will attempt to

Figure 2: Example forced-sort matrix used for our study. Par-
ticipants sorted all 36 questions into the array, ranking them
according to personal value and significance in the context of in-
formation that could help them understand how the ONNPAR
system works, and determine whether or not to accept or reject
the computer-generated recommendation.

quantify the potential value of different categories of information to
users in the context of improving the transparency of recommender
system interfaces.

2.2 Model Development
The first step for our study was to ensure that our approach was
representative of the technical and theoretical issues related to trans-
parency in recommender systems (i.e., ontological homogeneity).
To accomplish this we used a combination of analytic and inductive
techniques, combining findings from a systematic literature review
with user input from a user-centered design workshop conducted for
a previous project [16].

We also sought out the advice and guidance of subject matter
experts (SMEs) to ensure that all technical and theoretical aspects
of the concept of transparency in recommender systems had been
addressed. We conducted informal interviews with a combination
of academics who regularly conduct research in the fields of ma-
chine learning and intelligent systems, as well as applied researchers
currently engaged in the development and design of recommender
systems for industry. In total, nine SMEs were consulted and asked
to review our preliminary categorization, and to offer suggestions
for other technical or theoretical issues not already captured by our
previous methods.

This resulted in a five-factor model of transparency in recom-
mender systems. These categories consist of Data, Personal, System,
Options, and Social. We briefly describe and discuss the relevance
of these categories below.

Five-factor model of system transparency
System-related information: Understanding the perspective of an-

other in order to anticipate their actions or understand their intentions
is the process known as building a mental model [17]. Information
related to how a system works, including its policies, logic, and
limitations, can help users build an appropriate mental model of
the system. This is often critical, as many accidents, particularly in



high-risk domains such as aviation, have resulted from user’s having
an inappropriate or inaccurate mental model of system functionality
[18]-[20].

Having knowledge of how a system functions can also help in
determining when the system may be in error. Numerous studies
have demonstrated that providing information about how the sys-
tem processes information can improve the detection of system
errors and faults[21]-[23], and can thereby lower so-called ’errors of
commission’ [24]. These studies indicate that providing users with
information that assists their understanding of system functionality
may be a viable way to improve the transparency of recommender
systems.

Data-related information: In many instances, understanding the
relationship of dependencies present in a system can provide mean-
ingful insights into that system’s functionality. A computer program
may be functioning perfectly, but if the data on which it is operating
is exceedingly noisy or corrupt, its outputs may still be incorrect
or inappropriate. Numerous real-world examples from accidents
such as the Space Shuttle Challenger and the Navy warship USS
Vincennes serve as a testament to the importance of providing in-
formation on the quality and provenance of the underlying data to
decision makers [25].

Efforts to make data-related information available to users of
machine learning applications have been shown to result in higher
user ratings of ease of understanding, meaningfulness, and con-
vincingness [26]. Advances in visual analytic approaches have also
improved the comprehensibility and intelligibility of data to users
by presenting it in a manner that is more readily understood [27].
Different visualization techniques have also been demonstrated to
improve user’s understanding of cause and effect relationships be-
tween variables, even among users with little to no data analytical
background (i.e., data novices, [28]).

Just as it is important to consider the source as well as the quality
of information, so too must users be able to see into the system and
understand the data on which it is operating. The current data-driven
paradigm of machine learning, therefore, necessitates information
that can help users answer questions about the qualities of the sys-
tem’s data. Affording users the ability to see this data may well
improve the transparency of a system’s interface from the user’s
perspective.

Personalization-related information: The concept of personal-
ization is central to the discussion of transparency in a variety of
intelligent system domains such as context-aware and automated-
collaborative filtering applications [4], [29]-[31]. Users often want
to understand how they are modeled by a system, if at all, and to
what extent system outputs are personalized for them. While com-
mercial applications such as personalized targeted advertisement
algorithms are an important component of this category, the im-
portance of personalization extends well beyond the suitability of
computer-generated recommendations like movies or music titles.

Future machine learning applications are expected to encompass
a variety of domains that may very well necessitate extensive ex-
planation of personalization in order to achieve user buy-in and
acceptance. To use a classic example, some GPS navigation systems
provide users the option to express their travel priorities, such as
choosing the fastest overall time, or the route with the fewest tolls,
all of which can dramatically alter the system’s output. In systems

that do not afford users to explicitly provide these preference inputs,
users may want to understand the system’s priorities, which may
significantly differ from their own, in order to determine when or
not it is appropriate to trust the system’s outputs.

For example, in the domain of personal financial trading, a ma-
chine learning algorithm may possess a model of risk that is very
different from its user, and may perhaps prioritize one aspect of
financial growth, such as diversification, over other aspects that the
user may prioritize more, such as long-term stability. Understanding
what a system knows about its user, and how that information is sub-
sequently used to derive recommendations, is therefore of potential
critical importance for applications to achieve acceptable levels of
user trust, engagement, and technology acceptance.

Social-related information: The power of social media has been
displayed in a variety of contexts over the past decade of its modern
existence, and has become a powerful tool for marketers and influ-
encers. As of August 2017, two thirds of Americans (67%) reported
that they received at least some of their news from social media [32].
Systems that group users according to online behavior in order to
predict future interests and purchases, such as automated collabora-
tive filtering algorithms, are abundant, and represent a foundational
approach to modern marketing and sales [33]. In many cases, a
user’s understanding of how they are grouped by a system using
social media information can provide meaningful insights into why
a system output, such as a targeted advertisement, was generated.
This is most important when conflicts arise between a user and an
inappropriate system output. If the system were able to explain that
the user may have been incorrectly categorized, for instance, due to
loose affiliations on social media with others who may hold radically
opposing philosophical or political viewpoints, the user may be more
willing to continue to interact with the system after such a conflict
arises, rather than discarding it. There is also some evidence that
some decision making may be socially-mediated as well.

Scientists have long studied the broad range that social influ-
ences can have on decision making and behavior. These can include
various social biases [34] which can explain in limited cases how
some people sometimes defer their decision making to a group or
other individual, even when it would seem prudent not to do so
[35]. Additionally, many people express the importance of social
relationships in guiding and assisting in decision-making. In a 2017
Pew Research Poll, 74% of American respondents reported that their
social circles played at least a small role in their decision making;
37% reported it played a significant role [36]. Systems that afford
information that connects a user’s system interaction with their so-
cial circles, may well improve user satisfaction and usability. For
example, if we suppose a situation in which a user is provided a
computer-generated recommendation which they are otherwise un-
able to determine whether or not to accept or reject (whether due to
a lack of meaningful explanation or justification, or inadequate data,
etc), providing them some social information, such as the prevalence
of that recommendation to others in their social circle, or a ratio
of accept/reject decisions from their friends or family, may well
provide the necessary deciding heuristic.

Options-related information: People often express a preference
of choice over no choice in most decision-making contexts [37].
Accordingly, many systems strive to offer choices to users as a
means of increasing engagement and satisfaction [38]. There are



times, however, when providing multiple choices to a user may be
undesirable.

To use the GPS example from earlier, most navigation systems
output at most three route choices to the user, and typically highlight
the one recommended by the system. There may be, of course,
several hundreds or even thousands more options available to the
user, but displaying them all would unlikely benefit the user, and
may in fact lead them to discard the technology due to its confusing
and busy interface.

This ’tyranny of choices’ [39] is even more evident in light of the
size and scope of many machine learning models, especially those
involving deep learning. In these circumstances, it is practically
unfeasible to display every possible optional output to the user, as
the numbers alone may range into the many billions, depending on
the application domain.

Common interface design strategies involve efforts that reduce
choices in order to lessen cognitive load and improve the speed
and efficiency of decision making [40]. Determining the trade-offs
between interface aesthetics (i.e., clutter) and user preference for
options is often a challenge for engineers and designers alike. Some-
times these decisions are determined by external factors, such as
corporate policy, or mandated safety requirements [41]. But in some
contexts, users may want more options than they are often provided,
or, at the very least, users may want to know whether or not other
options exist before engaging in a decision. Closely related to this is
the importance of providing some justification of why one option is
deemed better than another.

Much has been written about the role that system explanations or
justifications can have on a person’s interaction with or sentiment
towards intelligent systems [42], [43]. Users often demand some
form of justification from a system to help them determine the merit
of an output such as a recommendation [10]. There are a variety of
sub-categories of this concept too, such as why one option is NOT
the best, or why one image is NOT a water buffalo, for example (an
approach known as counter-factual explanation).

The range of discussions over how precisely to engineer explana-
tion systems in a format that is meaningful and understood by the
user under different circumstances is the subject of much current
discussion in the intelligent systems communities of practice, es-
pecially related to machine learning (for an exhaustive review, see
[8]). Much of these are beyond the scope of this current paper, but
for the purposes of this discussion, suffice it to say that the ability
for systems to offer explanations of their outputs is central to the
concept of transparency in recommender systems.

2.3 Q-sort development
Having identified these categories encompassing the concept of
transparency in recommender systems, we then created a bank of
questions, known in Q-methodology parlance as a ’concourse.’ A
goal of developing a concourse is to create as many statements as
possible to ensure a comprehensive and saturated pool of opinions
or sentiment from which to sample. We used Ram’s taxonomy of
question types as an initial starting point to ensure that we used a
variety of question types [44]. This was then refined using Silveira et
al’s taxonomy of user’s frequent doubts [45]. The initial concourse
consisted of 71 questions. We then refined this concourse down to a

reasonable bank of 36 questions through the use of five individuals
who are subject-matter experts in recommender systems (either pro-
fessors in Cognitive Psychology with experience with recommender
systems, or programmers of recommender systems). Questions that
appeared redundant were combined, and those that were deemed
irrelevant or unrelated were discarded. Finally, we worked to ensure
that each of the five factors had a roughly equivalent number of
representative questions.

This final bank of 36 questions, known as the Q-set, were then
randomized and assigned numbers, then printed on 3x5 index cards.
Each participant received their own deck consisting of 36 individual
questions. Participants were provided an example of the sorting dia-
gram and were instructed in the method of sorting cards from most
valuable or important, to least valuable or important. Once instruc-
tions had concluded, a vignette was displayed on a computer screen
or projector. The vignette describes an interaction with ONNPAR,
and ends with the user being given a recommendation by the system
which they must determine whether or not to act on, or reject. Next,
participants were given instructions to "Sort the questions according
to which ones you would MOST want to ask the system in order
to feel comfortable using this output." Once participants had com-
pleted sorting their cards, they answered two additional questions
on a questionnaire: In a few words, please explain WHY you chose
your MOST/LEAST important question to ask." Participants wrote
their answers on the provided form, which were then collected and
prepared for analysis.

3 RESULTS
Our participant sample was comprised of n=22, 16 males, 6 females,
aged 22-59, average age 33 years old. Expertise was evaluated by
self-report, with participants listing their working knowledge of or
personal experience using any of the following: Recommender sys-
tems, including automated collaborative filtering; Context-aware
systems; Clinical decision support Systems; Tactical decision sup-
port; Natural Language Processing; Visual Classification Systems;
Other Machine Learning; Programming languages (Python, MAT-
LAB, Keras, Caffe, TensorFlow, Java, Scala, C/C++, C#, Flask,
Torch/Lua, JavaScript, HTML5, CSS3, R)

Participants were classified as novices if they had knowledge of
or personal use experience with two or less of the above. Participants
were classified as Experts if they had participated in either the design
or programming of two or more of the above.

In the following sections we briefly describe the methodological
analysis of q-methodology, and then present the findings from our
ONNPAR study. We will describe interpretations and insights from
each of the factor groups of our factor analysis in the discussion
section.

3.1 Q-method Analysis Overview
The analysis of q-methodology is quite straightforward. Each ques-
tion from the q-set is assigned a numerical value according to which
column it was placed (-5 to +5 for our study). Each participant’s
arrangement (known as a q-sort) is then combined to create a by-
person correlation matrix. This matrix describes the relationship of
each participant’s arrangement of questions with every other par-
ticipant’s arrangement (NOT the relationship between items within



each participant). This matrix is then submitted for factor analysis,
which produces factors onto which participants load based on their
arrangements of questions. Two participants who both load on the
same factor, therefore, will have arranged their questions in very
similar manners. This factor can then be interpreted by analyzing the
arrangements of questions of each participant who loaded on that
factor.

Several statistical packages are freely available to aid in the anal-
ysis of q-methodology studies. We used a version known as Ken-Q,
developed by Shawn Banasick [46].

3.2 Factor Analysis
Once all sorts had been entered into our database, they were fac-
tor analyzed using the Ken-Q software. We used principal compo-
nents analysis (PCA) because it has been shown to better account
for random, specific, and common error variances [47]. The un-
rotated factor matrix was then analyzed to determine how many
factors to retain for rotation. A significant factor loading at (P<0.01)
is calculated using the equation 2.581

√
n) where n = the number

of questions in our q-set (36). Individuals with factor loadings of
±.48 wereconsideredtohaveloadedona f actor.

Figure 3: Scree plot of unrotated factor matrix

For factor extraction, we used the common practice of evaluat-
ing only factors with an eigenvalue greater than one [13]. Upon
closer evaluation, however, we determined that using an additional
criterion of selecting only factors with three or more participants
loading on them would produce the best solution. Four factors were
then retained and submitted to rotation according to mathematical
criteria (e.g., varimax). With this four-factor solution, all but one
participant loaded clearly on at least one factor, resulting in four
distinct viewpoints of information priorities and preferences of 21
individuals.

3.3 Factor Interpretation
Once factor extraction and rotation was complete, we analyzed each
factor in order to interpret its meaning. This is first accomplished
by producing a weighted average of each participant’s arrangement
and combining them all into one exemplar composite arrangement,
which serves as the model arrangement of questions for that factor.

Factor Characteristics

Factor 1 Factor 2 Factor 3 Factor 4
No. of Defining Variables 8 5 5 3
Avg. Rel. Coef. 0.8 0.8 0.8 0.8
Composite Reliability 0.966 0.96 0.952 0.941
S.E. of Factor Z-scores 0.184 0.2 0.219 0.243

Table 1: Characteristics of factors after rotation.

Once these composite arrangements, or ’factor arrays,’ have been
developed for each factor, they can then be analyzed for deeper inter-
pretation. We next evaluate the questions that were ranked highest
and lowest for each factor array. This provides an early indication of
information priorities, and allows us to begin crafting a picture of
how participants in each cluster tend to think about the value of each
category of information. Additional analyses that enhance interpre-
tation include assessing items that create consensus or disagreement
(discussed in subsequent sections), as well as the qualitative user
justification of selections collected on the data collection form.

3.4 Factor Groups
Here we will report the findings from the factor analysis. To do this
we will describe each factor array’s arrangements of the questions in
terms of their highest- and lowest-ranked questions, as well as posi-
tive and negative distinguishing questions. Distinguishing questions
are those where the absolute differences between factor z-scores
are larger than the standard error of differences for a given pair of
factors. All distinguishing questions are significant at (p < .01).

Factor One was defined by eight participants and explained 22%
of the study variance with an eigenvalue of 6.7. 3 of the factor
loading participants were females, 5 were males, average age of 37.5
years old. Knowledge of recommender systems was split between
five novices and three experts.

The highest ranked question of this factor group was "Why is this
recommendation the best option?" (+5) The lowest ranked question
of this factor group was "Is there anyone in my social network that
has received a similar recommendation?" (-5) Other positive dis-
tinguishing questions for the factor one group were (in descending
order): "What are all of the factors (or indicators) that were con-
sidered in this recommendation, and how are they weighted?" (4)
"Precisely what information about me does the system know?" "What
does the system think is MY level of "acceptable risk?" (1)Negative
distinguishing questions for Factor Group One were (in ascending
order): "How much data was used to train this system?" (-4) "How
many other people have received this recommendation from this
system?" (-2) and "What does the system THINK I want to achieve?
(How does the system represent my priorities and goals?" (-1)

Factor Two was defined by five participants and explained 13%
of the study variance with an eigenvalue of 2.8. All of the factor
loading participants were males, average age of 42 years old. All but
one of this factor group were considered experts in recommender
systems.

The highest ranked question of this factor group was "What are all
of the factors (or indicators) that were considered in this recommen-
dation, and how are they weighted?" (+5) The lowest ranked question



of this factor group was "Was this recommendation made specifi-
cally for ME (based on my profile/interests), or was it made based on
something else (based on some other model, such as corporate profit,
or my friend’s interests, etc.)?" (-5) Positive distinguishing questions
for the factor one group were (in descending order): "How is this
data weighted or what data does the system prioritize?" (+4) "How
much data was used to train this system?" (+2) "Is my data uniquely
different from the data on which the system has been trained?" (1)
Negative distinguishing questions for the factor one group were (in
ascending order): "Is there anyone in my social network that has
received a similar recommendation?" (-4) "What does the system
think is MY level of "acceptable risk?" (-2) "What if I decline? How
will that decision be used in future recommendations by this sys-
tem?" (-1) "How is my information measured and weighted in this
recommendation?" (-1)

Factor Three was defined by five participants and explained 9%
of the study variance with an eigenvalue of 1.9. Two of the factor
loading participants were females, three were males, average age
of 34 years old. All but one of the participants for this group were
considered experts in recommender systems.

The highest ranked question of this factor group was "Under
what circumstances has this system been wrong in the past?" (+5)
The lowest ranked question of this factor group was "What if I
decline? How will that decision be used in future recommendations
by this system?" (-5) Other positive distinguishing questions for
the factor one group were (in descending order): "What data does
the system depend on in order to work properly, and do we know
if those dependencies are functioning properly?" (+4) "Is my data
uniquely different from the data on which the system has been
trained?" (+3) "What have other people like me done in response
to this recommendation?" (+2) Negative distinguishing questions
for the factor one group were (in ascending order): "What is the
system’s level of confidence in this recommendation?" (-2) "Are
there any other options not presented here?" (-2) "How much data
was used to train this system?" (-1) "How does the system consider
risk, and what is its level of "acceptable risk?" (-1)

Factor Four was defined by three participants and explained 8%
of the study variance with an eigenvalue of 1.7. There were two
males and one female, average age of 20 years old. Knowledge of
recommender systems was split between two novices and one expert.

The highest ranked question of this factor group was "What is
the history of the reliability of this system?" (+5) The lowest ranked
question of this factor group was "What does the system THINK
I want to achieve? (How does the system represent my priorities
and goals?)" (-5) Positive distinguishing questions for the factor one
group were (in descending order): "How many other people have
accepted or rejected this recommendation from this system? (What
is the ratio of approve to disapprove?)" (+4) "Is the system working
with solid data, or is the system inferring or making assumptions on
’fuzzy’ information?" (+3) "How many other people have received
this recommendation from this system?" (+1) Negative distinguish-
ing questions for the factor one group were (in ascending order):
"Is my data uniquely different from the data on which the system
has been trained? (-3) "What are all of the factors (or indicators)
that were considered in this recommendation, and how are they
weighted?" (-2) "What have other people like me done in response
to this recommendation?" (-1)

3.5 Analysis of Value by Information Category
While we have explored specific insights into user information needs
in the context of a hypothetical clinical decision support system, we
are also interested in understanding the relative value of different
categories of information that could be used to provide or enhance
transparency in recommender systems in highly-critical contexts.
We analyzed this data by grouping items according to our five-factor
model discussed earlier [16]. We assigned unique codes to each of
the 36 questions developed for this study that identified to which
of the five categories each question belonged. We then averaged
each participant’s ranking score for each item according to cate-
gory, and then created standardized scores to facilitate meaningful
comparisons.

1. System-Related Information The results overwhelmingly show
the most valuable category of information in this context is informa-
tion that enhances a user’s understanding of how the system works
(Z=17.54). Questions users want to ask that are representative of this
category of information include "What data does the system depend
on in order to work properly, and do we know if those dependencies
are functioning properly?" "What is the history of the reliability of
this system?" "How much uncertainty does the system have?" "How
often is the system checked to make sure it is functioning as it was
designed (i.e., for model accuracy)?" "What is the system’s level of
confidence in this recommendation?" and "How is the confidence of
the system measured?"

2-3. Personalization and Options-Related Information Ques-
tions categorized as Personalization or Options-related were non-
significant (Z= -.22, -.49), indicating their relative value averaged
out to the mean. Examples of questions categorized as personal-
ization include "Does the system know and understand my goals?"
"Precisely what information about me does the system know?" and
"What does the system think is MY level of "acceptable risk?" Ex-
amples of questions categorized as options-related include Are there
any other options not presented here?" "How many other options are
there?" and "Why is this recommendation the best option?"

4. Data-Related Information The Data-related information cate-
gory was ranked significantly low in our study (Z = -2.18). Questions
categorized as data-related include "How current is the data used in
making this recommendation?" "How much data was used to train
this system?" and "How is this data weighted or what data does the
system prioritize?"

5. Social-Related Information The least valued category of in-
formation for our clinical decision support scenario was Social-
related information (Z = -4.91). Questions categorized as social-
related include "How similar am I to other people who have received
this recommendation?" "What have other people like me done in
response to this recommendation?" and "What is the degree of sat-
isfaction that others have expressed when taking this recommenda-
tion?"

4 DISCUSSION
Findings from both our factor analysis as well as our information
category valuation scores yielded several surprising insights. We be-
gin with a discussion of the analysis of information categories, then
discuss questions that produced a high degree of either consensus



or disagreement amongst factor groups, and then conclude with a
discussion of each factor group.

4.0.1 Analysis of Information Category Findings. Person-
alization and Options-Related Information was Non-Significant
In other scientific contexts, a non-significant result generally indi-
cates a less than optimal outcome. This is not so in the case of
q-methodology. In other words, our non-significant finding does
not suggest that displaying or providing users with access to these
categories of information is not meaningful or useful to them. In-
stead, this finding indicates that the majority of all participants in
our study agreed that this kind of information useful and valuable
to them as a means to understand and trust a computer-generated
recommendation. This finding suggests that providing information
to users that indicate how they are represented by the system, and
giving details about the number of options and justification for how
those potential options are prioritized are excellent strategies for
achieving an interface that users consider transparent.

Data-Related Information Ranked Low Our finding that Data-
related information ranked low was unexpected. Prior to commenc-
ing the study, we theorized that this kind of information would be
considered highly valuable. Upon closer examination of our study
sample, it appears that qualities of data such as fuzziness and prove-
nance are likely only meaningful to individuals who can recognize
their potential value in aiding decisions (e.g., experts), while those
who are unfamiliar with recommender systems and who may have
lesser degrees of numeracy or appreciation of mathematics may not
value this information as highly. For these individuals, it is likely
that more explicit methods of enhancing system transparency may
be more appropriate.

Social-Related Information Ranked Lowest Examining the role
of social media and socially-related information as a means to in-
crease transparency in recommender systems appears to play a polar-
izing role. As we will discuss in the next paragraphs, social-related
information created high degrees of disagreement between our par-
ticipants, indicating that it may be highly valued by some, while
not as valuable to others. The value of social-related information
has already been clearly demonstrated across a wide variety of rec-
ommender systems, and is most commonly applied in automated
collaborative filtering systems [4]. It is possible that social media-
related information, in the context of our scenario, which describes
an interaction paradigm of recommender systems that is not yet
commonplace in hospital settings, may not have seemed relevant
to some participants. It is also possible that the use of a medical
context, which is a highly personal and typically private context,
may have evoked negative connotations with questions related to the
importance of social media in recommendations.

Still, it is potentially worth noting that the individuals who ranked
social media information as potentially valuable to them were all
between the ages of 20-29, and had moderate-to-high levels of ex-
pertise in computer science, including recommender systems and
artificial intelligence. This suggests that a younger population, raised
in a data-driven, technology-centered landscape, may find informa-
tion pertaining to social media a potentially valuable resource to
help them understand and interact with recommender systems in the
future.

4.0.2 Analysis of Consensus vs. Disagreement Findings.
An additional technique to examine these data is to explore questions
that created either consensus or a large amount of disagreement in
our sample. By examining the variance between all item rankings,
we can explore what questions were generally agreed on (i.e., con-
sensus), and what items produced large disagreement. For instance,
all participants ranked "How clean or accurate is the data used in
making this recommendation?" as either 0 or -1, indicating that this
question was only moderately valuable to them in the context of a
clinical decision support system. This is potentially valuable infor-
mation for designers to consider, given that the fuzziness of data is
sometimes displayed to users as a method of enhancing system trans-
parency [48]. Given these findings, it may be useful to reconsider
displaying information about the qualities of data to users in favor
of other types of information deemed more useful or valuable.

A surprising finding was that all participants ranked "Can I influ-
ence the system by providing feedback? Will it listen and consider
my input?" at -3, indicating that, if answered, the information pro-
vided would not be of significant value to potential users of a system
like ONNPAR. This finding is of potential importance also because
the concept of tractability in recommender systems is something that
has been studied broadly, and is often considered a favorable design
element for interfaces [49].

Similarly, we can learn much from these data by evaluating ques-
tions that produced a great deal of disagreement between factor
groups. For instance, the question "Was this recommendation made
specifically for ME (based on my profile/interests), or was it made
based on something else (based on some other model, such as corpo-
rate profit, or my friend’s interests, etc.)?" had the largest variance,
with factor groups one and three assigning it a positive value (4 and
3), and factor groups two and four assigning it a negative value (-5
and -4). Interestingly, factor group two assigned this question as
the least valuable or important question of their q-set, while factor
group one assigned this question as their second most valuable or
important question.

Interpreting these findings can, at first glance, appear confounding
to a designer looking for clear guidance. Clearly, some individuals
would prefer to have information that could indicate how they, as
a user, are modeled and considered (if at all) in system-generated
recommendations as a means of improving their trust, while others
clearly discount the potential value of this kind of information in
favor of other types. Examining items with large variance across
factor groups provides a wealth of information, however, and could
indicate to a designer, for example, that this kind of information
may best be made available as an option, perhaps toggled by user
preference, as opposed to a feature that is delivered automatically as
part of a default UI.

Two other questions also produced wide disagreement across fac-
tor groups. The questions "How many other people have accepted
or rejected this recommendation from this system? (What is the
ratio of approve to disapprove?)" and "Is there anyone in my social
network that has received a similar recommendation?" were ranked
near the poles by different factor groups. This indicates that the
value of social media-related information in highly-critical contexts,
while not important to some, is still considered valuable information



by some users who may find it a valuable and important compo-
nent to enhance their understanding and trust in system-generated
recommendations.

4.0.3 Factor Group Interpretations and Insights. Factor
Group One This group represented nearly one quarter of the vari-
ance in our sample, and exemplified the majority viewpoint of users
interacting with computer-generated recommendations. In general,
their prioritization of our questions indicates they want a simple and
straightforward understanding of "why" the recommendation was
made. This factor shares much in common with factor two, which
can make it difficult to distinguish them from one another. Perhaps
one difference is that this factor includes novices, who are more
likely to just ask for an explanation ("why is this recommendation
the best option") whereas participants in Factor Group Two were all
experts, and so prioritized questions that could reveal a deeper and
more nuanced understanding ("what are all the factors/indicators
that went into this recommendation?"). Both factors groups appear
to minimize the value of social-related recommendation features as
a means to improving transparency.

Factor Group Three This group’s arrangements reveal what
could be interpreted as an apparent suspicious predisposition to
computer-generated recommendations. This is possibly because this
group (virtually all experts) likely understand the conditions that
affect how accurate or faulty recommender systems can be. Their
arrangement of our questions indicates they are more concerned
with the place of this recommendation within a series of previous
recommendations, and are interested in probing the system’s under-
lying assumptions and training data as a means to validate or refute
the appropriateness of its recommendation. While novice end users
may not appreciate the value of these kinds of information, making
these features available to users could very well improve the user
experience and trust of some users- especially those who have a
working knowledge of recommender systems.

Factor Group Four At first glance, this group seemed similar
to other groups in several ways. The difference between the "his-
tory of reliability" and "under what circumstances has the system
been wrong in the past" statements, however, is quite nuanced, but
similarly with factors one and two, there seems to be a degree of
sophistication at work here. One apparent difference is that Factor
Group Four expressed a preference for Social-related information,
which was controversial amongst the other factor groups. Another
important note is that Factor Group Four were mostly novices, and
therefore may be expressing an end-user viewpoint that is ’purer’
than other viewpoints that are heavily influenced by participant’s
knowledge of the inner workings of recommender systems. Per-
haps most interestingly, while Factor Group Four did express that
Social-related information was helpful to help them understand and
trust system recommendations, this group was also able to discern
about the importance of interrogating certain qualities of data (i.e.
"solid data" vs. "fuzzy information") as a means of validating those
recommendations. This indicates a potential for a user group that,
although somewhat naÃŕve to the inner workings of recommender
systems, may possess a higher baseline of technological acumen,
and therefore may benefit from an interface that could help them
explore qualities of data such as external dependencies, age, and
provenance.

5 LIMITATIONS
Q-methodology is distinctly different from "R" methodology and
has several distinctions that should be addressed. R-methodology
samples respondents who are representative of a larger population,
and measures them for the presence or expression of certain charac-
teristics or traits. These measurements are made objectively, as the
opinions of respondents is seen as potentially confounding and are
therefore controlled. Using inferential statistics, findings are then
abstracted to predict prevalence and generalize findings to a larger
target population [50].

Q-methodology, on the other hand, invites participants to directly
express their subjective opinions on a given topic by sorting state-
ments (or questions) into a hierarchy that represents what is most
or least important to them. Each participant’s q-sort represents an
individual person’s point of view about a given topic, which ordi-
narily would not be of much value beyond understanding the points
of view present in that particular group of individuals. Through the
use of factor analysis, we uncover patterns of subjective opinion,
which reveal a structure of thoughts and beliefs surrounding a given
topic and context. We can use these findings to understand or model
a phenomenon, or in our example, infer the potential value of dif-
ferent design features through user input that is statistically sound.
We cannot, however, in a strictly statistical sense, generalize our
findings and claim that a certain proportion of a population adheres
to a particular point of view. If we are interested in validating those
individual viewpoints uncovered through factor analysis as stable
across a population of people, we would need additional statistical
tools. Rather, the true value of findings from Q-methodology studies
are that they can derive complex, nuanced expressions of sentiment
and value in a manner that is both qualitatively rich and statistically
sound.

Our study sample was heavily weighted towards having high
familiarity and expertise with recommender systems specifically, and
with the inner workings of computer programming more generally.
The patterns elicited through factor analysis may be influenced more
by this fact than any other potential influence, such as the context
of the decision simulated with our ONNPAR vignette. Since we are
primarily interested in designing interfaces for novice end users, it
would be most appropriate to conduct this study with a sample that
is less seasoned in order to compare the results of our findings.

6 CONCLUSION
We have illustrated our five-factor model of information categories
that can be used to increase the transparency of recommender sys-
tems to end users. We developed a bank of 36 questions representing
information gathering strategies that users could use to interrogate
system-generated recommendations in an effort to understand its
reasoning, and decide whether or not to accept or reject the recom-
mendation. Using this bank of questions, participants sorted them ac-
cording to those they found most valuable or useful to helping them
determine whether or not to accept or reject a computer-generated
recommendation. Using a by-person correlation matrix, we exam-
ined how participants arranged these questions using a factor ana-
lytic technique. The resulting factors and data were analyzed and
interpreted. Our findings are intended to inform interface design of
recommender systems, as well as to broaden the discussion of the



importance of building systems whose outputs and recommendations
are easily understood by their users.
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528âĂŞ532, 2004.

[10] K. Swearingen and R. Sinha, "Beyond algorithms: An HCI perspective on recom-
mender systems," ACM SIGIR 2001 Workshop on Recommender âĂę, 2001.
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pp. 378âĂŞ389, 2016.

[27] T. Muhlbacher, H. Piringer, S. Gratzl, M. Sedlmair, and M. Streit, "Opening the
Black Box: Strategies for Increased User Involvement in Existing Algorithm
Implementations," IEEE Trans. Visual. Comput. Graphics, vol. 20, no. 12, pp.
1643âĂŞ1652.
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